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Abstract     
 
Can we falsify the following null hypothesis? 
 

“A kinetic energy potential cannot be generated by Maxwell’s Demon from an ideal 
gas equilibrium without purposeful choices of when to open and close the partition’s 
trap door.” 

 
If we can falsify this null hypothesis with an observable naturalistic mechanism, we have 
moved a long way towards modeling the spontaneous molecular evolution of life.  
Falsification is essential to discount teleology.  But life requires a particular version of 
“far from equilibrium” that explains formal organization, not just physicodynamic self-
ordering as seen in Prigogine’s dissipative structures.  Life is controlled and regulated, 
not just constrained.  Life follows arbitrary rules of behavior, not just invariant physical 
laws.  To explain life’s origin and regulation naturalistically, we must first explain the 
more fundamental question, “How can hotter, faster moving, ideal gas molecules be 
dichotomized from cooler, slower moving, ideal gas molecules without the Demon’s 
choice contingency operating the trap door?” 
 

 

1.  How could usable energy arise out of equilibrium? 
 
Maxwell was among the first to ponder how usable energy could spontaneously arise out 
of equilibrium (Maxwell, 1871).   Even the simplest heat engine requires a kinetic energy 
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differential, or “potential,” to accomplish “useful work.”  Maxwell was searching for a 
natural process that could produce not only this energy potential, but a spontaneously 
forming non trivial heat engine capable of harnessing that energy potential and 
transducing it into usable energy suitable for performing intuitive pragmatic “work.”  
 The proper definition of “work,” at least as it relates to abiogenesis, embodies 
formal utility (“useful work”), not just the mere thermodynamic transfer of energy from 
one body to another.  The physics definition of “work” has its short-comings too.  If an 
object’s kinetic energy changes as a result of a force acting upon it, we glibly say “work” 
is done.  Physics defines work as a force causing an object to be displaced. Each unit of 
energy (joule) incorporates a newton of force moving an object one meter.  But one meter 
in what direction for what purpose?  Is there any meaning or function to this movement? 
 The above two questions are formal queries that cannot be answered by chance or 
physicodynamic factors alone.  The only way the physics definition of work acquires the 
intuitive, every-day semantic meaning of “work” is that our supposedly naturalistic 
models smuggle in through the back door a lot of background information along with 
agent motives, values and pursuits.  W = ∆E = Fd  and other “work” related equations of 
physics by themselves tell us absolutely nothing about utility or how to achieve it.   No 
such agent-valued and pursued factors existed in a prebiotic environment.  Yet without 
achieving abundant practical functions in and between many cooperative systems, not 
even a protocell could have organized.  Life is the most integrated, sophisticated 
interaction of functional processes known to science or engineering.  Thus the problem 
for life-origin specialists is daunting.  Mere spontaneous self-replication is the simplest 
problem that needs solving. 
 Far more troublesome is explaining the source of Prescriptive Information (PI) 
(Abel, 2009a) needed to design, prescribe and engineer a sustained heat engine.  In the 
history of human observation (the corner stone of science), creating sustained and 
harnessable “useful work” has always required formal engineering choices at true 
decisions nodes, logic gates, and configurable switch-settings.  Goals such as algorithmic 
optimization must be pursued at each organizational step.  Such pursuits are just not 
common to spontaneous physicodynamics in any amount of cosmic time.  Not even 
evolution has any goals.  Plausibility evaluations of life-origin models and hypotheses 
must take such factors into consideration (Abel, 2009e; Abel, 2010b).   
 Maxwell could not even find a natural mechanism capable of distinguishing 
between, let alone separating, the hotter, faster-moving inert gas molecules from the 
cooler, slower moving inert gas molecules.  Once equalized on both sides of a 
compartmental partition, neither chance nor necessity could create a heat differential.  
The only model that seemed able to accomplish the task consisted of a thought 
experiment.  A “finite being” had to purposefully choose when to open and close a trap 
door in the partition.  Lord Kelvin later called this finite being, “Maxwell’s Demon.”  
When the Demon saw a hotter, faster moving molecule approaching the trap door from 
the left compartment, he deliberately opened the trap door to let it pass into the right 
compartment.  When he saw a colder molecule approaching the open trap door from the 
left compartment, he purposefully closed the trap door to keep that colder particle in the 
left compartment.  His choices were reversed with inert gas molecules approaching the 
trap door from the right compartment.  The end result was a kinetic energy potential 
waiting to be harnessed, transduced, stored and later called up by sophisticated 
mechanisms and molecular machines capable of accomplishing useful work. 
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Figure 1.  Maxwell’s Demon has to purposefully choose when to open and close the trap door to accomplish his 
goal.  Because the gas molecules are inert and ideal, no physicodynamic mechanism seems apparent to explain 
spontaneous self-ordering, let alone formal self-organization, to the utilitarian end of creating a non-trivial heat 
engine. 
 

2.  Why Do The Gas Molecules Have To Be Ideal?   
 
In order to avoid what is known as the “Gibbs Paradox,” the “point particles” must be 
indistinguishable and immune to phase changes and chemical reactions.  Ideal gas 
molecules are inert.  They have no physicochemical preference for either compartment, 
or for each other.  Except for temperature and its kinetic relation to heat agitation, each 
particle’s destiny is physicodynamically indeterminate (decoupled and incoherent from 
physical causation; physicodynamically inert) (Rocha, 2001; Rocha & Hordijk, 2005).  
The heat agitation of inert gas molecules is devoid of physicochemical affinities.  As 
explained in Section 5 below, this feature is essential to the instantiation of non-physical 
Prescriptive Information (PI) (Abel, 2009a) into physicality.  Decision nodes, logic gates, 
and configurable switch-settings must be free from physicodynamic determinism in order 
to program formal function into physical media (Abel, 2008a; Abel, 2008b, 2008c, 
2009b). A vast ravine known as The Cybernetic Cut exists between physical causation 
and formal causation (Abel, 2008b).  Non physical causation can be instantiated into 
physicality using such devices as physical configurable switches set with non-physical 
formal intent. The Cybernetic Cut ravine cannot be traversed by physicodynamic 
causation alone.  It can only be traversed across the one-way-only CS (Configurable 
Switch) Bridge (Abel, 2008b) by choice contingency in pursuit of potential formal 
function. 
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       Suppose that these gas molecules were not ideal, not physicodynamically inert. If 
these molecules were charged particles, for example, they might have natural tendencies 
to dichotomize themselves from an equilibrium state (Dalenoort, 1989; Demetrius, 1984; 
Eigen, 1971a, 1971b; Eigen & Schuster, 1977, 1982; Epstein & Eigen, 1979; Gánti, 1975, 
1980; Goldbeter & Decroly, 1983; Kuhn, 1972, 1976; Küppers, 1979; Lifson, 1987; 
Morowitz, 1977, 1981; Morowitz, Heinz, & Deamer, 1988; Nicolis & Prigogine, 1977; 
Rokhsar, Anderson, & Stein, 1986).  They might spontaneously self-order due to charge 
attraction/repulsion.  Or they might have differential tendencies to undergo phase changes 
or to chemically react.  Such physicodynamic factors could spontaneously produce 
heterogeneity, moving them locally and temporarily away from equilibrium.   
 Couldn’t physicodynamic interaction and self-ordering tendencies be a mechanism 
important to life-origin?  Many publications, to name a few, have promoted this 
perspective: (Agrawal, 2002; Barab et al., 1999; Batten, Salthe, & Boschetti, 1991; 
Bedau, 2003; Comazine et al., 2001; Dalenoort, 1989; Deacon, 2006; Demetrius, 1984; 
Eigen & Winkler, 1992; Feltz, Crommelinck, & Goujon, 2006; Galimov, 2009; 
Gershenson, 2007; Harold, 2005; Ito & Gunji, 1994; Kauffman, 1995; Kauffman, 1993; 
Kurakin, 2005; Lehn, 2002a, 2002b; Lozneanu & Sanduloviciu, 2007; Luisi, 2003; 
Moreno & Ruiz-Mirazo, 2009; Nicholis, 1989; Orgel, 1995; Ponnamperuma, K, & 
Wickramasinghe, 1995; Rokhsar, et al., 1986; Ruiz-Mirazo, Moreno, & Moran, 1998; 
Ruiz-Mirazo, Pereto, & Moreno, 2009; Schiffmann, 2007; Seeley, 2002; Senaratne, 
Hobish, & Ponnamperuma, 1990; Stewart, 2003; Swenson, 1989; Takeuchi & Hogeweg, 
2009; Umerez, 2001; Vesterby, 2008; Weber & Depew, 1995; Wills, 1993).  Despite all 
of these publications, and many more, the answer to the question of whether 
physicodynamic interaction and self-ordering tendencies could generate abiogenesis is, 
surprisingly,  “NO!”  Mere heterogeneity and/or order do not even begin to satisfy the 
necessary and sufficient conditions for life.  Self-ordering tendencies provide no 
mechanism for self-organization, let alone abiogenesis.  All sorts of physical 
astronomical “clumping,” weak-bonded molecular alignments, phase changes, and 
outright chemical reactions occur spontaneously in nature that have nothing to do with 
life.  Life is organization-based, not order-based.  As we shall see below in Section 6, 
order is poisonous to organization. 
 Stochastic ensembles of nucleotides and amino acids can polymerize naturalistically 
(with great difficulty).  But functional sequencing of those monomers cannot be 
determined by any fixed physicodynamic law.  It is well-known that only one 150-mer 
polyamino acid string out of 1074 stochastic ensembles folds into a tertiary structure with 
any hint of protein function (Axe, 2004).  This takes into full consideration the much 
publicized substitutability of amino acids without loss of function within a typical protein 
family membership.  The odds are still only one functional protein out of 1074 stochastic 
ensembles.  And 150 residues are of minimal length to qualify for protein status.   Worse 
yet, spontaneously condensed Levo-only peptides with peptide-only bonds between only 
biologically useful amino acids in a prebioitic environment would rarely exceed a dozen 
mers in length.   Without polycodon prescription and sophisticated ribosome machinery, 
not even polypeptides form that would contribute much to “useful biological work.” 
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3.  The Trap Door Is Not Constrained; It Is Demon-Controlled   
 
Since 1871, many attempts have been made to refine Maxwell’s search.   Quantum level 
models of heat engine generation have been suggested (Kieu, 2004; Quan, Liu, Sun, & 
Nori, 2007; Quan, Wang, Liu, Sun, & Nori, 2006; Scully, 2001).  Muller and Schulze-
Makuch wondered whether the first organisms were sorption heat engines (Muller, 1995).    

Szilard (Szilard, 1964) argued that Maxwell's Demon must be "informed."   But to 
be informed requires semantic information.  This raises the sticky problem of formal 
“knowledge of being” as opposed to objective physicodynamic being itself.  Worse yet, it 
brings to the forefront the demon’s informed choices.  He must not only know when to 
open or close the trap door, he must have the freedom to choose from among real options.   
He must have the power to control thermodynamic and physical destiny.  
 Semantic information has always represented a major problem for philosophic 
naturalism.  Many have struggled with it, perhaps the most prominent being Bar-Hillel 
and Carnap (Bar-Hillel & Carnap, 1953); Dretske (1981, 1995); Barwise and Perry 
(1983); Barwise and Etchemendy (1990); Devlin (1991).  Some have questioned the very 
existence of information, attempting to reduce it to mere thermodynamics and complex 
physicality (Barham, 1996; Boniolo, 2003; Godfrey-Smith, 2003; Griffiths, 2001; 
Kauffman, 1993; Sarkar, 1996; Sarkar, 2003; Stent, 1981; Stonier, 1996; Toussaint & 
Schneider, 1998).  Deacon has attempted to provide a naturalistic basis for the emergence 
of teleology (Deacon & Sherman, 2008; Deacon, 2006, 2010; Deacon, Cashman, & 
Sherman, 2006; Deacon & Sherman, 2006).  Jacob (1974), Wolpert (2002), Stegmann 
(2005), Barbieri (2004) and Abel (2002; 2005) tend to view genetic and epigenetic 
information as real.  Norbert Wiener argued that "Information is information, not matter 
or energy.  Any materialism that fails to take account of this will not survive one day." 
(Wiener, 1961).  Genetic cybernetics inspired Turing’s (1936), von Neumann’s (1950), 
and Wiener’s (Wiener, 1948) development of computer science.  Had it not been for their 
observation of an objective, heritable, linear digital genetic message and control system 
that predated human consciousness, computers might never have been invented.   
 
 

4.  “Far From Equilibrium” Is Not Unique to Life, or The Key to Life.  
 
As one reviewer of this paper points out, “equilibrium” in contemporary thought is 
relative to the selection of components.  In physical chemistry, “equilibrium” means that 
the energy distribution is Boltzmann-like for each degree of freedom within each group 
of identical molecules. The system is “in equilibrium,” in a sense, even when it 
undergoes a chemical reaction.  In an alternative convention, different kinds of atomic 
nuclei and electrons can be used as components.  But this still produces a chemical-like 
equilibrium.   When one selects protons, neutrons and electrons as components, however, 
equilibrium would be reached only with some kind of plasma made up of iron nuclei and 
free electrons is involved.  From this perspective, the entire universe could be considered 
very far from equilibrium.  When a system seems to violate the laws of thermodynamics, 
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we usually conclude that we have incorrectly identified the components.  Thus the 
reviewer emphasizes that a photochemical process may seem to contradict the laws of 
thermodynamics until the photon (and possibly the excited state of the photoactive 
molecule) is identified as an independent component. 

Chaos theory deals with many self-ordering phenomena that spontaneously move 
events far from equilibrium.  But candle flames, vortices at bathtub drains, sand piles, and 
hurricanes have absolutely nothing to do with life.  If anything, the “dissipative 
structures” of chaos theory (e.g. tornadoes) tend to destroy life and any other form of 
formal organization that they encounter. 
 The bottom line is that merely “moving far from equilibrium” is not the key to the 
life-origin problem as supposed.  Most would agree that life is indeed “far from 
equilibrium.”  But so are hurricanes.  It should be readily apparent from hurricane 
thermodynamics that merely “moving far from equilibrium” doesn’t necessarily have 
anything to do with “life.”   
 If there is any one feature of life that distinguishes it from non-life, it is the exercise 
of control and regulation through time and extreme environmental insults. And this 
control is specifically mediated through a unique linear digital material symbol system 
found no where in the inanimate world.  This linear digital symbol system communicates, 
genetically prescribes, and epigenetically regulates the most exquisite interactions and 
cooperation of pathways and cycles.   The selection of each nucleotide “token” serves to 
write linguistic-like instructions.  Each nucleotide polymerization corresponds to a 
quaternary configurable switch-setting (Abel, 2000, 2002, 2006; Abel, 2008a; Abel, 
2008b).  Life is ultimately programmed by decision-node and logic-gate settings found in 
nucleic acid linear digital sequencing.  
 
    

5.  Order  ≠  Organization 
 
Order results from physicodynamic constraints working on otherwise random 
distributions (e.g., heat agitation) to reduce combinatorial possibilities.  Order binds free 
molecules or individual entities into fewer conglomerates or categories.  Structure and 
patterns arise that reduce disorder (increase order). The physical constraints that produce 
greater order simultaneously reduce combinatorial possibilities, thereby simultaneously 
reducing complexity.  The higher the self-ordering tendency of physicodynamic 
interactions, the less complexity remains in hopes of explaining naturalistic abiogenesis.    
 It is ironic that many investigators simultaneously appeal to “complexity” AND to 
some yet-to-be discovered “law” of self-organization.  Complexity and law-like behavior 
are not only incompatible, they are in opposition (Abel & Trevors, 2005).   The more 
law-like phenomena are, the less complex they are.   Maximum complexity is random 
behavior, not highly ordered behavior that can be compressed down to a simple 
algorithmic formula or law.  We cannot simultaneously appeal to complexity and law as 
explanations for life origin. 
 Organization, unlike law-like behavior, is highly complex and informational (Abel, 
2008a; Abel, 2010a).  Organization requires selection at bona fide decision nodes (Abel, 
2008b, 2008c).   In addition, organization requires selection for potential function, not 
just selection of the best existing function (The GS Principle) (Abel, 2009a).  Without 
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prior organization, no sophisticated phenotypic function would exist for the environment 
to favor.  Natural selection does not select at the programming level, and it does not 
select for isolated function (The GS Principle (Abel, 2009c, 2009d).  Selection pressure 
preserves only the fittest already-programmed, already-living phenotypes (holistic 
organisms) (Gabora, 2006). 
 Organization is fundamentally formal, not physical (Abel, 2007, 2008b, 2009b, 
2010a).  Organization can be instantiated into physicality, but physicality itself is never 
the source of organization (Abel, 2008b, 2008c). Physicality can self-order, but it cannot 
self-organize.  Organization requires traversing The Cybernetic Cut (Abel, 2008b, 2008c) 
across the one-way CS Bridge (Configurable Switch Bridge) (Abel, 2008b, 2008c). This 
unidirectional bridge provides the only passageway across a great ravine (The Cybernetic 
Cut) that runs through the only objective reality that science has ever observed.  On the 
near side of the ravine are all those phenomena that can be adequately explained with 
nothing but physicodynamics.  On the far side of this great ravine lie all those phenomena 
that can only be explained by formal choice contingency (e.g., purposeful choices at true 
decision nodes; circuit integration through the wise setting of logic gates; all forms of 
programming; computational success achieved through obeying formal rules rather than 
forced physical laws; artificial intelligence).  Much of the confusion between order and 
organization was fostered by Eigen (1971a, 1971b) and reinforced by Kuhn (1972), Ganti 
(1975), and Nicholis and Progogine (1977).  Their papers and books purporting to 
explain “Self-Organization” in fact explained nothing more than self-ordering 
phenomena.  Their confusion and conflation of organization with order is never more 
apparent than in the very title of Nicholis’ and Prigogine’s famous book:  Self-
Organization in Nonequilibirum Systems: From Dissipative Structures to Order Through 
Fluctuations (Nicolis & Prigogine, 1977). Their title should have been simply:  Self-
ordering into Non-Equilibrium Dissipative Structures.  Neither bona fide “organization” 
nor algorithmic “systems” can be generated by the self-ordered dissipative structures of 
chaos theory.  Prigogine’s later title was far more accurate: Order out of Chaos 
(Prigogine & Stengers, 1984). 
 In addition to the null hypothesis found in this paper’s abstract, we also vigorously 
invite falsification of the following null hypothesis:  “Self-ordering physicodynamic 
phenomena alone cannot generate formal organization (Abel, 2008b, 2009a, 2009b, 
2010a; Abel & Trevors, 2005, 2006b).”  “Order’s” capabilities are no match for those of 
“organization” (Abel, 2008a).  Abiogenesis requires bona fide formal organization, not 
mere order (Abel & Trevors, 2006b) (Trevors & Abel, 2004).  Crystallization produces 
abundant order, but crystals are not alive.  While self-ordering phenomena might be able 
to locally and temporarily move events away from equilibrium (Galimov, 2009), self-
ordering phenomena have never once been observed to algorithmically optimize, 
program, compute, or organize cooperative formal function.   This is one reason Cairns-
Smith’s intriguing model of clay life fell by the wayside (Cairns-Smith, 1966, 1990).   
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Figure 2.  Diagram showing why “order” and merely moving “far from equilibrium” are not synonymous with 
organization, function or life.  
 
 
 

6.  Self-Ordering Precludes Organization 
 
There are other reasons why merely “moving far from equilibrium” is not the key to life 
as seems so universally supposed.   Disequilibrium stemming from mere physicodynamic 
constraints and self-ordering phenomena would actually be poisonous to life-origin 
(Abel, 2009b).  The price of such constrained and self-ordering tendencies in nature is the 
severe reduction of Shannon informational uncertainty in any physical medium (Abel, 
2008b, 2010a).  Self-ordering processes preclude information generation because they 
force conformity and reduce freedom of selection.  If information needs anything, it is the 
uncertainty made possible by freedom from determinism at true decisions nodes and logic 
gates.  Configurable switch-settings must be physicodynamically inert (Rocha, 2001; 
Rocha & Hordijk, 2005) for genetic programming and evolution of the symbol system to 
take place (Pattee, 1995a, 1995b).   This is the main reason that Maxwell’s Demon model 
must use ideal gas molecules.  It is the only way to maintain high uncertainty and 
freedom from low informational physicochemical determinism.  Only then is the control 
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and regulation so desperately needed for organization and life-origin possible.  The 
higher the combinatorial possibilities and epistemological uncertainty of any physical 
medium, the greater is the information recordation potential of that matrix.   
 Constraints and law-like behavior only reduce uncertainty (bit content) of any 
physical matrix.  Any self-ordering tendency precludes the freedom from law needed to 
program logic gates and configurable switch settings.  The regulation of life requires not 
only true decision nodes, but wise choices at each decision node.  This is exactly what 
Maxwell’s Demon does.  No yet-to-be discovered physicodynamic law will ever be able 
to replace the Demon’s wise choices, or explain the exquisite linear digital PI 
programming and organization of life (Abel, 2009a; Abel & Trevors, 2007).  
Organization requires choice contingency rather than chance contingency or law (Abel, 
2008b, 2009b, 2010a).  This conclusion comes via deductive logical necessity and clear-
cut category differences, not just from best-thus-far empiricism or induction/abduction.   
 Programming lies in a formal category, the same as mathematics, language, logic 
theory, and cybernetics.  Logic gates cannot be programmed by chance or 
physicodynamic necessity (Trevors & Abel, 2004).  Even the simplest life form is the 
most highly controlled and regulated system known to science.   It puts our finest 
hardware and operating systems to shame.  No low-informational physical law is going to 
explain such abstract, conceptual, integrated, logic-gate selections at every nucleotide 
polymerization event (a quaternary [four-way] configurable switch-setting) (Abel, 
2008b). 
   Appeals to complexity as an explanation for life-origin are better founded, in some 
respects, than appeals to some yet-to-be-discovered physical law.  But maximum 
complexity is randomness.  Randomness has never generated a single complex machine 
or organized formal “system.”  Life’s genetic and epigenetic programming decision 
nodes cannot be reduced to mere “bifurcation points.”  Biogenic controls require wise 
programming choices to be made at bona fide decision nodes, not just “coin flips” at 
bifurcation points.  No non trivial computational program has ever been written by a 
random number generator.   
 The nodes of a neural network cannot just be dumb “buttons” connected by 
“threads” or “strings.”  One node firing cannot create an all-or-none depolarization of all 
other nodes if one expects computational and functional success.  Such a lack of 
selectivity at each node makes fine-tuned control and regulatory mechanisms impossible.  
A neural net must be organized and controlled to accomplish sophisticated formal tasks.   
Neither long periods of time nor an imagined helps to circumvent the apparent need for 
deliberate purposeful selections by Maxwell’s Demon at the trap door.  It is the Demon’s 
purposeful choices in deciding when to open and close the trap door, not chance, 
necessity, patterns or order,  that alone makes organization and non trivial energy 
utilization possible.   An energy potential alone is not enough to explain life.  Energy 
must be harnessed, transduced, stored, and later utilized in a highly coordinated and 
cooperative manor.   Without such formal organization, metabolism cannot be integrated 
into the Aristotelian “final cause” of generating and maintaining life. 
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7.  “Disorganization” is a Better Description of Entropy Than “Disorder.”  
 
The increase in entropy in accord with the 2nd Law primarily describes events and objects 
progressing towards disorganization, not necessarily towards disorder.  To understand 
how and why this is, we need only return to Maxwell’s diagram.  Any attempt to deny the 
demon his ability to purposefully choose when to open and close the trap door will only 
result in increased entropy and movement back towards equilibrium.  The key to 
understanding entropy, equilibrium, and “moving far from equilibrium” centers around 
the Demon’s agency, not mere order or disorder.   
 No Demon choice-contingency is needed for inorganic crystallization or a hurricane 
to self-order.  Not surprisingly, the over-all long term effects of crystallization and 
hurricanes do not generate an algorithmically or cybernetically organized “system,” or 
keep it away from equilibrium for very long.  Despite short term self-ordering, both 
crystallization and hurricanes ultimately promote the loss of usable energy and only 
accelerates the progression toward eventual heat death.   Sooner or later crystals will 
dissolve and release the remaining energy trapped temporarily in their bonds. 
 It is the Demon’s ability to formally categorize and purposefully select for 
“potential usefulness” that makes both “organization” and a sustained “far from 
equilibrium” true “system” possible.  “Weather systems” are not true systems.  They are 
merely physicodynamic interfaces, fronts and self-ordered phenomena with no pragmatic 
algorithmic component.  Weather pseudo systems cannot compute, integrate or program 
any formal function.   They are purely physicodynamic.  
 Potential usefulness cannot be perceived or pursued by physicodynamics.  Potential 
usefulness exists only as an abstract concept, desire and goal.  Programming choices lie 
in the formal realm, not in the physicodynamic realm.   
 It is only the organizational version of moving far from equilibrium that has any 
relevance to life origin, not the highly constrained and self-ordered redundancies of mere 
physicodynamics.  Law-like self-ordering makes the instantiation of non trivial formal PI 
into physicality impossible (Abel, 2008b).  Neither chance nor necessity can program 
instructive linear digital DNA strings or the protein folding they prescribe.  The 
organizational version of moving far from equilibrium necessarily involves cybernetics—
bona fide control mechanisms and true regulation—not just formally indifferent, blind 
physicodynamic constraints(Abel, 2010a). 

8.  Sustainable Functional Systems (SFS) require organization 
 
Maxwell’s illustration and Demon are crucial to understanding how any system could 
have moved not only far from equilibrium, but specifically towards a Sustainable 
Functional System (SFS).   Inherent in any SFS is bona fide organization.  The role of the 
Demon reduces the problem of both SFS formation, organization and maintenance to its 
rock-bottom level.  The Demon’s choice contingency of when to open and close the trap 
door so as to accomplish the goal of a sustained energy potential represents the very first 
true decision-node instantiation into physicality.  The Demon’s first choice is the birth of 
engineering and the artificial intelligence movement. Deciding when to open and close 
the trap door is the very first logic gate—the very first configurable switch-setting.  The 
Demon’s voluntary (arbitrary) trap-door operation represents the birth of integrated 
circuits, computational cybernetics, and life’s regulatory mechanisms.   
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 Try to metaphysically exclude choice contingency from one’s mental construct of 
reality, and that purely physicalistic worldview immediately becomes a cement body suit.  
Just too many repeatedly observable phenomena arise from undeniable choice 
contingency.  The very practice of science itself is impossible apart from the reality of 
physicodynamically indeterminate choice at bona fide decision nodes.  We cannot 
hypothesize, falsify, measure, sort data, dichotomize mere association from causation, 
evaluate results, or draw conclusions without choice contingency.  Deny the Demon’s 
choice of trap door control, and all hope of organization and algorithmic optimization 
dies.  When the physicalist seeks to eliminate choice contingency from physicalistic 
reality, he only shoots himself in the foot.  He cannot even argue for his metaphysical 
belief system without employing the choice contingency he denies.  Without choice 
contingency, both his materialistic worldview and naturalistic science are dead.  
 Organization is what makes Sustainable Functional Systems (SFS) far from 
equilibrium possible.  Without SFS’s, life is impossible.  No finer example of sustained 
control, organization, function and utility exist than life itself.  We cannot begin to 
understand “systems biology” without first appreciating the reality of organization and its 
contribution to holistic metabolism.  But life’s organization depends wholly upon such 
factors as monomeric sequencing decisions at the primary structure level of biopolymer 
formation. “Messenger molecules” cannot be reduced to mere linguistic metaphor (Abel 
& Trevors, 2006a).  No fundamental difference exists between the Demon’s trap-door 
choices and those sequencing decisions that program future folding and binding function.  
They both are a form of undeniable cybernetic programming of potential (not-yet-
existent) function.  Selection pressure cannot favor something that does not yet exist (The 
GS Principle)(Abel, 2009c, 2009d). 
 Each purposeful opening and closing of the trap door by the Demon is a true 
cybernetic “operation.”   Each operation is a wise binary programming decision.  The 
Demon’s trap-door decisions to merely dichotomize hot from cold would not be 
sufficient to create a heat engine.  Additional more anticipatory, sophisticated, and 
integrative decisions would be required to generate a heat engine to take advantage of the 
created energy potential.   

“Operations” alone are what successfully compute and organize.  Operations alone 
are what design and engineer machines.  It is operations that perform “useful work.”  
Useful work is what creates and keeps Sustainable Functional Systems (SFS) far from 
equilibrium—not only physical work, but formal cybernetic work.  Thus we invite 
falsification of still another null hypothesis:  “Without formal cybernetics, the “work” 
addressed by thermodynamics and physics will not become organized into Aristotelian 
‘final’ utility.”  Mere heat transfer from one particle to another doesn’t measure up.  A 
force moving a mass through a distance doesn’t measure up either.  Only the Demon’s 
purposeful trap-door operations produce sustained formal function and utility in the form 
of SFS’s. 

 

9.  Summary: 
 
1)  Redundant, low-informational, pragmatically blind “Order” is not the same as 
imaginative, highly informational, pragmatic, choice-based “Organization.”  Physico-
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dynamic self-ordering in nature precludes both organization and instantiation of 
Prescriptive Information (PI) into physical media such as RNA and DNA. 
 
2)  Constraints are not synonymous with controls.  The two terms must not be used 
interchangeably.  Constraints reduce options and impede potential controls. 
 
3)  Both self-ordering phenomena (such as the dissipative structures of chaos theory) and 
true organization can move events away from equilibrium.  But only organization, not 
order, can steer, coordinate, and integrate Sustained Functional Systems (SFS) (e.g., 
biochemical pathways and cycles) into holistic metabolic schemes.  Merely being far 
from equilibrium, therefore, is not a sufficient definition or cause of life. 
 
4)  No hint of formal function or pragmatism is inherent in any of the thermodynamic or 
physics equations relating to work.   
 
5)  Life is not merely physicodynamically constrained.  Life is formally controlled with 
expedient decision node, logic gate, and configurable switch-settings that cybernetically 
program computational success and that organize Aristotelian “final” utility (integrated 
holistic metabolism). 
 
6)  The birth of ProtoBioCybernetics was Maxwell’s Demon’s first choice of when to 
open or close his trap door for the purpose of moving away from equilibrium specifically 
towards organization and control, not necessarily order. 
 
7)  Prediction:  Deny Maxwell’s Demon his ability to purposefully select when to open 
and close the trap door, and no empirical Sustained Functional Systems (SFS) (the key to 
life-origin) will occur in nature far from equilibrium.  
 
8)  All known life is cybernetic—controlled and regulated by formal computational logic-
gate and configurable-switch settings.   Chance and necessity cannot explain the arbitrary 
assignments of the genetic material symbol system, the multiple layers of different kinds 
of information, the code bijection (translation, correspondence of amino acid to codonic 
representational prescription), the noise-reducing Hamming block code described by the 
codon table, the error-correction mechanisms, the epigenetic regulation of already 
existing instructions, or the linear digital programming of Prescriptive Information (PI) 
that instructs and organizes life.  
 
9) The best understanding of entropy is not “disorder,” but “disorganization.” 
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